ETHER ARP

The ETHER_ARPmoduleimplemens the ethenet ARP protocol and compldesthe etherret heades for frames
sen by the IP layer Usually, therewill be a single ‘earp’ proces in the sysem, contwolling a numberof etherret
interfaces. The mappng betweeninterface numbersat the earplayer and physicad devicesis soft, andcontrolled
by the configuration stringspassé to the processat startip.

Procesdnformation
Prototype Name earp
Link Order befare any PClor ATA busdrivers
Proces Name mustmatchthe configumation stringsusedin the P layer.

Module Options

EARP_P_TRACE If this symbolis definead, the MAC addresesfor machnesaredis-
played asthey areresoled. Settingthis option will alsocaus the
Finite StateMachinesymbolsto be gererated

Configuration Commands

The EARP processis corfiguredusingtwo strings pasedto it asCOMMAND messages

config

configifnoil.i2.i3.i4 m1.m2.m3.m4

The config commandsetsthe IP addressandnetmask for the interffacenumbeedifno. Thenetmas is
usedto determire the addressrange of the interface,andsohow mary ARP tableentries to allocate
for thisinterface.This commandcanonly beissuedafterthe corresponling interfacecommand The
defaut broadcastaddessis setto the highestaddesspossble in the netmaskange.

Example:“config 0 138.15.103.20 255.55.2550”

interface

interfaceifno devhamedevindex
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The interface commandassiatesan interfaceat the earplayer with a physcal device. The device
is specfied by a process name,devname and an index within that process, devindex, passd in the
schemeand port fields of the openURL respetively. Whenthe interfaceis defined a local file is
operedto thedevice for the ethernetARP protocol, andthisfile is usedto readtheloca MAC address
from thedevice. This commar mustbeissueal before theinterface canbe configued.

Example:“interface0 ether0”

ProcesOperation

Theoperdion of theEARP processcanbedivided into the STREAMS-stylemessags,which areexaminedin order
to have the corred ethernetaddressesplacedin the headers,andthe ARP protocol processirg which termindesat
this layer. Interrally, these two levels of opemtion are distinguished by the src_oontext field in the messages.
STREAMS messagehave anupdream/downstrearnink in thisfield, wherea protocol messagshave aninterface
numler. This assamesthatthe addesse®f contexts canrot be smallpostive integers.

The modulehasa main processanda queuehardler. The desciption of the two different levels of processing
will bedescibedsepaatelyin the messagig below

STREAMS Processing

Because of the needto resene spaceat the headof the buffer, it is assumedhat the IP processalways uses
NEWMBIK to request buffers and never supgies a buffer that hasinsufficient spaceat the startfor the etherret
healer.

CLOSE messaggarehamdledby themainprocess. Thedownstreamlink to thedeviceis closed andthelocal
datastructureis freedbeforethereply is gererated Any messagsqueua on pendng ARP requests
will still be sent,or retumedupsteam.

COMMAND messagearehandkedin themainprocessaccading to the ‘Configurdion’ secton above.

EVENT messaggare passediown to the underlying device from the quele hander, andthe replies pas®d
upwards towardsthe application

FETMBLK/GETMBLK messagearepas&ddown to theundealying device from the queuehandkr. Thereplies
arepassedipwardstowards the application after moving thereadpointer pastthe ethenetheade.

FLUSH messaggare passe transparetly throughthe proces. It is not expeced thatthe IP layer, which
operdesin datagammode,will issueFLUSH requeststo this process.

NEWMBLK message are pas&d down to the undetying device from the quele hander after increasingthe
request sizeto allow for the ethenethealer Thereadpointeris adjugsedon thereply to resewre the
heade space

OPEN messaggare hardled in the main process. The port field of the URL containsthe earpinterface
numberandtheip_port field containsthe ethernetprotocol selector. Theinterfacenumberis used
to constuct the corresponling URL to openthe device and the queuestrudure is initialised for
up/down-strem processing

OUTMBLK/PUTMBLK messagsare procesedin the quete hardler. If the messag hasnon-zerolength the
read pointer is deadementedio expose the spae for the ethanet heade. If the padet is of type
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RETMBLK

M_IPDATA thenthe b_immedfield is assumedo contain the destnationIP addess,which is used
to complketetheethernetheadkr. othemiseit is assumedthatthe appication hascompldedthefields
itself. If the desthation IP addiessis notin the IP cache,the messag is heldandthe ARP protol
initiatedto resdve theaddres within themainprocess,othemwisethemessagis passe dowvnsream
tothedevice. Repliesarepasséd backupgream,afterputting the readpointer backafter the etherret
heade (to allow for re-transmissims).

messageare passedlown to the underlying device from the quete hander, andthe replies pasgd
upwards towardsthe application

Protocol Processing

Whenan IP addessis not in the ARP cache the messages pas®d into the main processto stat ARP protool
processimy. The protocol is implemened asa smallfinite-gate machine for eachpotential IP addess. The main
isste in processirg the protocol is noting whetheror not anIP addiesshasa messagevaiting for resoltion. Only
onemessagés keptfor ead IP addess latermessagereplece earlia ones which arereturnedto the senckr. As
thelink is notreliabe, eachARP requestis re-transmittel on atimer, up to amaximumnumberof times.

| IDLE | PENDING | OK \

LOOKUP | savze requestsed | retum old messagsave | (ignored)
requeststat timer | new message
>PENDING

RESOLWED | setARPentry>0OK | setARPentrysendsaved | (ignored)
messag->0OK

TIMEOUT || (doesnotoccul) too mary retries?Y. | (ignored)
retum old messag—
—>|DLEN: (re)-end
requeststat timer

In order that machine may chang their MAC addresses ARP entries time out slowly. Assocatedwith each
enty is an‘epoch’ which changsevery minute. Entriesolder thanfive minutesareremoved from the cache,so
forcing a new ARP requestthe next time they are usad. Within the earpprocess, the messags are handed as

foll ows:

EVENT

GETMBLK

NEWMBLK
PUTMBLK

RETMBLK
TIMEOUT

message are sentwhen the driver replies to the configuration request with an indication that it
supports event notifications. Replies contdning cardinsetion eventscau® the interfaceto be re-
initialised.

messaggaresetup whenthe interfaceis configured. Replies contan either respamsesto outgoing

ARP requess or reqestsgeneatedby otha machine. The processresppndsto requestsfor its IP
address,andprocessegepliesto its own requestsaccoding to the statemachineabove.

messaggareusedto requestbuffers from the driver for protocol message.

messaggareusedto transmitARP requestsandresporsesto thedriver. Eventhough amessagenay
needto bere-transmittal, a new buffer is allocaed eachtime, to avoid tying up driver resouces.

messaggareusedto return recaved buffersafter the contentshave beenprocessed.

messaggare usedto control the re-ransmisgn of ‘lost’” ARP requestsaccading to the statema-
chineabove. Longerintervaltimersareusedto invalidate old ARP entriesat the ‘epoch’ level.
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Shared Library Macrosand Routines

earp_clear_cacle

void eamp_clear_cachg
int ifno)
Theearp_clear_caderoutine cleasthe ARP cacheasseiated with theinterfacenumbeedifno. Pass-
ing avalueof -1 cleas all the ARP caches.

Debug Support

The earp_dump_acheroutine is callablefrom the detuggerand prints the contentsof all the ARP cactesto the
polled-mock I/O interface.



